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Abstract

Likelihood-based approaches, including profile-likelihood, signed- likelihood, sample deviance and profile-t
techniques improve inference for nonlinear regression over linearization-based asymptotic approaches. While
providing exact likelihood regions, the significance level is approximate. This paper provides a review of the
techniques based on higher-order asymptotics that have been proposed to provide corrections to the nominal
significance level in likelihood-based inference approaches in the case of nonlinear regression with homoscedas-
tic error variance. A new approach for computing higher-order asymptotic corrections for significance level
as a constrained optimization problem is proposed for scalar-valued functions of parameters. Alternative ex-
pressions for higher-order asymptotic corrections are developed that provide more direct comparison between
corrections for coordinate parameters and scalar-valued functions of these parameters. Stable and efficient
computational approaches are discussed, and the techniques are demonstrated using a sequence of examples
of increasing complexity.

Keywords: nonlinear regression, confidence intervals, maximum likelihood, parameter estimation,

profiling, generalized profiling, higher-order asymptotics



1 Introduction

It has been twenty years since the publication by Donaldson and Schabel of ”Computational Experience with

Confidence Regions and Confidence Intervals for Nonlinear Least Squares” (Donaldson and Schnabel (1987))

in this journal . The results from their study, and those of others including Bates and Watts (1988), indicate

that confidence intervals and regions obtained using the asymptotic limiting distribution for the parameter

estimates can be misleading for parameter estimation problems that arise routinely in the course of scientific

and engineering research and development. A number of diagnostic measures have been proposed to provide

guidance as to when the standard confidence intervals may be misleading. These measures can be broadly

characterized as: i) those focussing on nonlinearity of the model formulation and parameterization, and ii)

those focussing on warping or distortion of the likelihood function, which in turn depends on the model being

estimated. Both approaches measure departures from asymptotic descriptions based on underlying linear

theory.

In the case of the model formulation and parameterization, the asymptotic inference results based on

linear theory rely on a tangent plane approximation to the expectation surface of model predictions, and

a uniform coordinatization on that plane implied by the first-order Taylor series approximation. In the

case of the likelihood function, departures are measured from a quadratic approximation to the likelihood

function. Global measures, such as those that measure the maximum nonlinearity of the model function over

all directions leading to departures from the linear approximation, or that measure the average nonlinearity,

generally indicate when there may be problems with inference based on asymptotic results. However, significant

maximum or average nonlinearity in the model function does not always translate to problems with the

asymptotic inference results, both for estimated parameters and model predictions, and for other functions

of the estimated parameters. The nonlinearity measures proposed in the literature generally provide limited

guidance to the directions in which the departures due to nonlinearity are important.

Most of the curvature-based diagnostic measures do not not provide constructive approaches for form-

ing reliable confidence intervals and confidence regions. Hamilton et al. (1982) use a combination of re-

parameterization to reduce parameter-effects curvature, and a quadratic correction to reduce intrinsic curva-

ture. However, intrinsic curvature, which is usually dictated by the form of the model and the experimental

design, is usually not as significant a problem in nonlinear regression. Often, the intrinsic curvature is fixed

from the experimental design used and the form of the model specified, and it is up to re-parameterization to

reduce the more substantial effects of parameter-effects curvture (Ratkowsky (1983),Bates and Watts (1988)).

Construction of more reliable inference regions generally requires numerically intensive methods, such as re-

sampling or use of likelihood ratio methods. The focus in this paper is on recently developed adaptations to
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likelihood-based methods.

Likelihood-based methods for improved inference include profile-likelihood, signed-likelihood, sample de-

viance, and profile-t techniques. These methods provide exact descriptions of the likelihood region or intervals,

however the nominal significance level associated with these regions is based on the asymptotic distribution of

the likelihood ratio, which under suitable regularity conditions, is Chi-squared with an appropriately chosen

degrees of freedom. The profile-t method assumes that the limiting distribution for a function of the parame-

ters is given by the Student’s t distribution. Many studies (e.g., Bates and Watts (1988), Chen and Jennrich

(1996)) have shown that the coverage probabilities obtained from the likelihood approach are superior to those

obtained from asymptotic theory. The vast majority of studies have focussed on nonlinear regression problems

where the errors are independently and identically distributed (IID) Normal. There are many nonlinear regres-

sion problems that have error structures considerably more sophisticated than this, including multi-response

estimation problems, problems with heteroscedastic errors such as those encountered in econometrics (e.g.,

ARCH or GARCH models), noise from non-Normal distributions, and situations in which the regressors have

uncertainty (errors-in-variables models).

In the past twenty years, there has been considerable theoretical development of methods that provide

correction factors to the limiting distribution of the likelihood ratio. Most of these were developed out of

the seminal work of Barndorff-Nielsen and Cox (1984). Reviews are provided in Reid (1996), Skovgaard

(2001), and Strawderman (2000). Most results have focussed on providing more reliable confidence estimation

for scalar functions of interest, including coordinate parameters (one of the individual parameters in the

model), nonlinear functions of the model parameters such as predictions, or more complicated functions of

the parameters which may include contributions from the noise variance. Examples of the application of

higher-order asymptotic corrections are discussed in Bellio et al. (2000) and Brazzale et al. (2007). Bellio

and Brazzale (2003) describe a computational platform for the implementation of higher-order asymptotics

in nonlinear regression problems having heteroscedastic errors using R.

The paper begins by providing a review of the techniques that have been proposed and how they can be

applied to functions of parameters. A new approach for computing these corrections as constrained optimiza-

tion problems, building on an approach proposed by Fraser, Wong and Wu (1999) and Brazzale et al. (2007),

is presented. Alternative expressions for the higher-order asymptotic corrections are developed that provide

a more transparent comparison between corrections for coordinate parameters and those for scalar-valued

functions of the coordinate parameters. A comprehensive discussion of numerically efficient and stable com-

putational approaches is provided, and the paper ends by presenting several examples of differing complexity

in which the efficacy of Bates and Watts (1988).
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2 Preliminaries

2.1 Model Description

Consider a general model of the form:

yt = f(xt, θ) + εt (t = 1, 2, ...n) (1)

where the function f(xt,θ) is the expected value of the response variable yt, xt is a vector of the levels of m

independent variables, xt = (x1t, x2t, . . . , xmt)T , θ is a vector of p parameters (θ1, θ2, . . . , θp)T , and εt is the

additive random error term associated with yt. The independent variables xt are also referred to as input

variables or manipulated variables. yt is also called an output variable or a controlled variable. Equation(1)

can be written in terms of a vector of n observed response values y = (y1, y2, . . . , yn)T :

y = f(θ) + ε (2)

=
(

f(x1, θ) · · · f(xn, θ)

)T

+ ε

where ε is the n× 1 vector of εt values.

In most applications of nonlinear regression it is assumed that the stochastic component, εt, is IID Normal.

The applications of higher-order statistics allow considerably more flexibility in the specification of the un-

derlying distribution. The requirement of independence is required , but the requirement that the underlying

distribution be Normal can be considerably relaxed (Fraser, Wong and Wu (1999), Brazzale et al. (2007)).

The use of a more flexible structure for the stochastic component and the use of higher-order corrections also

means that one must move away from the nomenclature of sums of squares and use the notation of likelihood

functions and sample information matrices. However, in this paper we will focus on the case in which the

noise is IID Normal.

2.2 Inference for Parameters

To determine the statistical properties of the estimated parameters, let θ∗ denote the true value of the

parameters, and let θ denote a vector of arbitrary values. The least squares estimates, θ̂, which coincide with

the maximum likelihood estimates in this problem formulation, are those that are obtained from the solution

to

θ̂ = arg min
θ

S(θ) (3)

where
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S(θ) =
n∑

t=1

(yt − f(xt, θ))2 (4)

The unbiased estimate of the noise variance is given by

s2 =
S(θ̂)
n− p

(5)

Note that the maximum likelihood estimate of the noise variance, σ̂2, is obtained by dividing the residual sum

of squares S(θ̂)) by n, and not n− p.

The asymptotic distribution of the parameter estimates can be obtained by linearization. Define

F∗ =
∂f(θ)
∂θT

|θ=θ∗ F̂ =
∂f(θ)
∂θT

|
θ=

ˆθ

V∗ = F∗
T F∗ V̂ = F̂

T
F̂

Theorem 1 (Seber and Wild (1989); Gallant (1987)): Let f(θ) be a twice-differentiable mapping in the

domain of interest. Given ε ∼ N(0, σ2In) and appropriate regularity conditions, then asymptotically

θ̂ − θ∗ ∼ N(0, σ2V −1
∗ ) (6)

[S(θ∗)− S(θ̂)]/p

S(θ̂)/(n− p)
∼ Fp,n−p (7)

where N(0, σ2V −1
∗ ) denotes a multivariate Normal distribution with mean vector 0 and variance-covariance

matrix σ2V −1
∗ . Fp,n−p denotes the ratio of two appropriately scaled independent χ2 variables, with p and

n− p degrees of freedom respectively. On estimating F∗ by F̂ and V −1
∗ by V̂

−1
an approximate 100(1−α)%

confidence interval for parameter θ∗i is given by

θ̂i ± tn−p,α/2se(θ̂i) (8)

where the standard error is

se(θ̂i) =
√

s2[V̂
−1

]ii (9)

tn−p,α/2 denotes the critical value from the Student’s t distribution with n − p degrees of freedom. The

justifications for replacing F∗ by F̂ and V −1
∗ by V̂

−1
are outlined in Seber and Wild (1989) and Gallant

(1987).
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2.3 Inference for Scalar Functions of the Parameters

Consider a scalar-valued function of the parameters of the form g(x,θ). Define the parametric sensitivity of

g as:

g∗ =
∂g(x, θ)

∂θT
|θ=θ∗

ĝ =
∂g(x, θ)

∂θT
|
θ=

ˆθ

and denote the estimate of g as:

ĝ = g(x, θ̂)

Theorem 2 (Seber and Wild Seber and Wild (1989)): In addition to the requirements in Theorem 1, let

g(x, θ) be twice-differentiable with respect to θ in the region of interest. Asymptotically,

g(x, θ̂)− g(x, θ∗) ∼ N(0, σ2g∗V −1
∗ g∗T ) (10)

On estimating F∗ by F̂ , g∗ by ĝ and V −1
∗ by V̂

−1
, an approximate 100(1−α)% confidence interval for g(x,θ∗)

is given by

g(x, θ̂)± tn−p,α/2se(ĝ(x, θ̂)) (11)

where

se(ĝ(x, θ̂)) =
√

s2ĝT V̂
−1

ĝ (12)

3 Generalized Profiling

Estimation of parameters in algebraic or differential equation models is often accomplished using a modest

amount of data, particularly if the experiments are expensive to conduct. Even in system identification, where

one is identifying transfer function models from dynamic data, it is often argued that the linearization-based

approach for inference is justified on the basis that the linear inference results are the asymptotic result as

n →∞, and it is common to deal with large amounts of data. However, there has been little evidence to support

these claims, and the amount of data which constitutes a “large amount” is seldom quantified. Profiling (Bates

and Watts (1988); Chen (1991); Lam and Watts (1991); Chen and Jennrich (1996); Quinn et al. (1999,
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2000)) is a graphical means by which to display inference results for parameters, and functions of parameters,

of proposed models. Bates and Watts (1988) developed profiling specifically to summarize inferential results

for parameters of nonlinear regression models. Chen and Jennrich (1996) developed the theory of profiling

in terms of likelihood ratios and constrained optimization. Chen and Jennrich’s formulation of the profiling

algorithm is very general and can be used with many classes of models, including time series models (Quinn

et al. (2005)). Furthermore, the constrained optimization approach readily admits the problem of computing

inference results for functions of parameters (Clarke (1987); Chen and Jennrich (1996); Quinn et al. (1999,

2000)), so long as these functions are twice-differentiable in the domain of interest. An important feature of

profiling is that any restrictions implied by the constraints are satisfied. The terms profiling and generalized

profiling are often used interchangeably. The discussion that follows provides an overview of profiling for

scalar-valued functions g(x, θ), however it should be noted that profiling of parameters represents the case in

which the function g is the identity map, i.e., g(x, θ) = θi.

3.1 Profiling Scalar-Valued Functions

Profiling of functions, whether scalar-valued or vector-valued, is derived from the asymptotic distribution

of the likelihood function L(θ). Note that the likelihood function depends implicitly on the values of the

regressors in the dataset, however these are fixed in the inference analysis for any estimation problem. A

distinction is made for g(x,θ), because there will be instances in which we are interested in a function of the

parameters that is also a function of different values of the regressors, such as a prediction at conditions other

than those in the experiment dataset. In this section, the case of profiling a scalar-valued function is discussed.

Extensions to vector-valued functions, i.e., multiple constraints, are discussed in a subsequent section. Note

also that the profiling technique can handle instances where the function also depends on the noise variance,

i.e., g(x,θ, σ2). For the remainder of this section however, we will consider g(x, θ).

As will been seen in a later section, the logarithm of the likelihood function is in many cases proportional

to S(θ) defined in Eq(4). This is the case for the current paper given the assumption of IID Normal noise

random variables.

A nominal 100(1− α)% likelihood interval for g(x, θ) is the set of all values of g(x, θ) which are plausible

given the available data. From standard asymptotic arguments (Cox and Hinkley (1974)),

LI (g(x, θ)) =

{
g(x,θ) : −2 ln

(
L(θ)
L(θ̂)

)
≤ χ2

1,α

}
(13)

where LI(g(x, θ)) is the likelihood interval for g(x,θ) and χ2
1,α is the upper α quantile for the χ2 distribution

with 1 degree of freedom, θ̂ is the vector of maximum likelihood parameter estimates, and θ is any allowable
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vector of parameter values (Chen and Jennrich (1996)). Note that the likelihood ratio statistic asymptotically

follows the χ2 distribution Cox and Hinkley (1974), except in special cases where it is exact. Note also that

the likelihood interval for g(x,θ) may be disjoint (Bates and Watts (1988)). It is also important to note

that the likelihood functions in Eq(13) are concentrated likelihood functions in which the maximum likelihood

estimate of the noise variance (σ̂2 = S(θ̂)/n) has been substituted into the likelihood function.

The profile functions defined by Chen and Jennrich (1996) and Bates and Watts (1988) make use of

the conditional estimate of the parameters. Define θ̃ as the maximum likelihood estimate of the parameters

subject to the constraint g(x, θ) = c where c is a constant value:

θ̃ = arg max
θ

L(θ) (14)

subject to g(x, θ) = c

Chen and Jennrich define the likelihood profile as the function L(θ̃) as a function of c (Chen and Jennrich

(1996)). The signed rood deviance, or signed likelihood, is now defined as the statistic

r = r(g(x, θ̃)) = sign(g(x, θ̃)− g(x, θ̂))

√√√√−2 ln

(
L(θ̃)

L(θ̂)

)
(15)

This expression for r is general in that it may be used to make inferences about functions of parameters of

any model so long as an expression for the likelihood function may be found. Geometric interpretations of

generalized profiling are given in Quinn et al. (1999) and Quinn et al. (2000).

Expressed in terms of the signed likelihood, a 100(1 − α)% likelihood interval for g(x, θ) is the set of all

values c for which

−zα/2 ≤ r ≤ zα/2 (16)

where zα/2 is the upper α/2 quantile for the standard Normal distribution.

A profile-r plot is a plot of r(g(x, θ̃)) versus c for a range of values of c. The limits of the likelihood interval

for g(x, θ∗) can be read from the profile-r plot by finding those values of g(x, θ̃) which define the points on

the profile at r = ±zα/2. (Jennrich and Chen refer to the profile-r plot as a profile-z plot, for reasons that will

be apparent in the next few paragraphs.)

Often, it is of interest to judge the relative nonlinearity of a parameter, or function of parameters, so

as to know how reliable the linearization-based inference results will be. A reference line, δr(g(x, θ̃)) versus
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g(x, θ̃) = c for a range of values of c, is typically included on profile-r plots, where

δr(g(x, θ̃)) =
g(x, θ̃)− g(x, θ̂)

ser(g(x, θ̂))
(17)

This reference line can be used to obtain the linearization-based confidence intervals for g(x, θ∗), and to judge

the departure from the linear approximation (Chen (1991), Chen and Jennrich (1996)). The reference line is

tangent to the profile r-curve at the maximum likelihood estimate. It is important to note that for comparison

purposes, the standard error is computed using the maximum likelihood-estimate of the residual variance in

the case of nonlinear regression with IID Normal noise:

ser(g(x, θ̂)) =
√

σ̂2ĝT V̂
−1

ĝ

σ̂2 =
S(θ̂)

n
(18)

While the shape of the likelihood region defined by Eq(16) is exact, the confidence level is nominal, and the

probability that the function of interest lies in the aforementioned region may differ from 1−α. Discrepancies

arise not from the nonlinearity itself, but from using the asymptotic distribution for the likelihood ratio.

Bates and Watts defined the profile-t function, τ , which is is the signed function:

τ = τ(g(x, θ̃)) = sign(g(x, θ̃)− g(x, θ̂))

√
S(θ̃)− S(θ̂)

s2
(19)

Approximate limits of the likelihood interval for g(x,θ∗) can be read from the profile-t plot by finding those

values of g(x, θ̃) which define the points on the profile at τ = ±tn−p,α/2, where tn−p,α/2 is α/2 quantile for

the Student’s t distribution with n − p degrees of freedom (Cook and Weisberg (1990)). In this instance

θ̃ is obtained by minimizing the sums of squares function subject to the constraint indicated in Eq(14). A

reference line for assessing the nonlinear effects is constructed using se(g(x, θ̂)) instead of ser(g(x, θ̂)) in

Eq(18). Examples are given in Bates and Watts (1988), Lam and Watts (1991), Quinn et al. (1999), Quinn

et al. (2000), Quinn et al. (2005), and Watts (1994). The use of the critical points from the Student’s t

distribution, rather than from the standard Normal distribution, is a pragmatic approach that recognizes the

estimation of the noise variance.
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4 Higher Order Asymptotics

Under the assumption of IID Normal noise, the likelihood intervals calculated from the profile-t function

for models that are linear in the parameters are exact, however those from the profile-r function are only

asymptotically correct. To see this, note that for models that are linear in the parameters, θi−θ̂i

sθ̂i

∼ tn−p, and:

1
n− p

S(θ)− S(θ̂)
s2

∼ χ2
p

χ2
n−p

(20)

Dividing the numerator of Eq(20) by p and the denominator by n− p produces a quantity that is distributed

as Fp,n−p These are exact results, based on the distribution of θ̂ for the linear case. However, for the likelihood

ratio,

−2 ln

(
L(θ̃)

L(θ̂)

)
= n ln

(
S(θ)

S(θ̂)

)
= n ln

(
1 +

S(θ)− S(θ̂)

S(θ̂)

)

which can be simplified for small differences in sums of squares to

S(θ)− S(θ̂)

S(θ̂)/n
=

S(θ)− S(θ̂)
s2

n

(n− p)
(21)

which approximately has a χ2
p distribution under likelihood theory.

Comparing the likelihood results in Eq(21) and the Normal theory results in Eq(20) highlights the fact

that there is an approximation χ2
n−p/n → 1. The net result is that the likelihood ratio intervals formed are

smaller than those obtained using exact Normal theory, even in the case of linear models, due to the fact

that the uncertainty in the estimate of the residual variance has not been accounted for. Asymptotically, the

results of both approaches are the same. Note that if the noise variance is known, and not estimated, then

both methods give the same results for finite samples.

Considerable research has been undertaken to correct the asymptotic distribution of the likelihood ratio

for the case of finite samples. These corrections are applicable to both linear and nonlinear problems. In this

paper, we investigate the class of corrections pioneered by the work of Fraser, Reid and co-workers (Fraser,

Reid and Wu (1999); Fraser, Wong and Wu (1999); Brazzale et al. (2007)). The corrections are of the form

r∗ = r − 1
r
ln(

r

q
) ∼ N(0, 1) (22)
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where q is the higher-order correction, and r∗ is the corrected signed likelihood. In the approach developed

in the aforementioned references, q is derived from a score pivot and the nusiance parameters. The correction

ensures that the confidence level is 1 − α + O(n−3/2) as opposed to 1 − α + O(n−1/2) for the uncorrected

likelihood, where the nominal confidence level is 1 − α (Reid (1996), Fraser, Wong and Wu (1999)). It is

interesting to note that the correction factors are asymptotic corrections to the Normal approximation. It

might seem more reasonable to make corrections to the Student’s t distribution since this correctly accounts

for small sample effects for linear models, but this is not the case.

Before presenting the formulae for the correction factors, a very simple example will be used to give some

insight into the nature of the correction.

4.1 Illustrative Example

Consider the non-linear regression problem for the model specified in Eq(2), in which the noise is IID Normal,

and the model contains a single parameter θ. Using the framework presented in Fraser, Reid and Wu (1999)

and Brazzale et al. (2007), the correction factor q is given by:

q =
σ̂

σ̃

F̂
T
ε̃√

F̂
T
F̂

(23)

where ε̃ is the vector of scaled residuals with elements:

ε̃i =
ẽi

σ̃
(24)

σ̃2 is the mean square error of the residuals associated with the conditional maximum likelihood estimation

(σ̃2 = S(θ̃)/(n)), and ẽi are the residuals associated with the conditional problem in which θ is set to some

particular value, θ̃. σ̂2 is the maximum likelihood estimate estimate of the noise variance computed again for

the unconditional case (here, σ̂2 = S(θ̂)/n). Note that in this example, the Jacobian F of the vector f of

model predictions is in fact a vector of sensitivities of the model predictions with respect to the lone parameter.

In the case of a single parameter, it isn’t necessary to solve the constrained optimization problem in order

to determine the profile r-function, since there is only one parameter. However, it is still necessary to solve the

unconstrained problem to obtain the maximum likelihood estimates of the parameter θ̂ and the noise variance

σ̂2. Note from Eq(23) that the correction factor depends in a straightforward way on the vector of sensitivities

of the expectation function evaluated at the maximum likelihood estimates. This is generally not the case.

Now consider two special cases.
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4.1.1 Linear Model

For linear models containing a single parameter θ, it is readily established that

q = (θ̃ − θ̂)

√
F̂

T
F̂

σ̂2

σ̂2

σ̃2
(25)

by noting that ẽ = ê + F T (θ̃ − θ̂). As shown in Appendix III,

1
r
ln(

r

q
) ' r

3
4n

(26)

and

Prob

(
|r| ≤ zα/2

(1− 3
4n )

)
' 1− α (27)

This result shows that in order to obtain a more accurate coverage probability, the critical value must in fact

be increased, with a more substantial correction required for small sample sizes. Confidence intervals formed

using this correction will become larger than the approximate intervals, which is expected.

As shown in Appendix III, the correction factor leads to a Student’s t approximation with n degrees of

freedom for (θ̃−θ̂)
s

√
F̂

T
F̂ . The true distribution is Student’s t with n− 1 degrees of freedom.

4.1.2 Nonlinear Model

For nonlinear models containing a single parameter θ, it is interesting to relate the q correction to results

obtained using the curvature methods introduced by Bates and Watts (1988). In this instance, the expectation

mapping can be approximated using a second-order Taylor series expansion about θ̂:

f(θ, x) ≈ f̂ + (θ − θ̂)F̂ +
(θ − θ̂)2

2
ĥ (28)

where f̂ is the expectation mapping evaluated at the maximum likelihood estimate, and ĥ is the Hessian of this

mapping, which in this instance is an n× 1 vector whose ith entry is ∂2f(θ,xi)
∂θ2 . Defining KT = F̂

T
(F̂

T
F̂ )−1ĥ,

it can be established that:

q = (θ̃ − θ̂)

√
F̂

T
F̂

σ̂2

(
1 +

KT

2
(θ̃ − θ̂)

)
σ̂2

σ̃2

and
1
r
log(

r

q
) ≈ r

1
4n

(
3 + ln

(w

a

)
(1 +

2
w

)
)

(29)
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where
w

a
=

σ̃2 − σ̂2

σ̃2
L − σ̂2

1(
1 + KT

2 (θ̃ − θ̂)
)2 , w =

σ̃2 − σ̂2

σ̂2
(30)

In this equation σ̃2
L is the maximum likelihood estimate of the variance one would have anticipated had the

had the model been linear in the parameters:

σ̃2
L = σ̂2 +

(θ̃ − θ̂)2

n
F̂

T
F̂ (31)

Equations (29) and (30) indicates that the confidence interval for r will will be asymmetric. This example

serves to illustrate that for very simple nonlinear models, the correction factors quickly become complicated

functions.

4.2 General Expressions For Coordinate Parameters:

Coordinate parameters are any one of the estimated parameters in the model, including those in the description

of the stochastic terms such as the noise variance. For a very broad class of likelihood functions, the correction

factor q for a coordinate parameter has the form (Fraser, Reid and Wu (1999); Fraser, Wong and Wu (1999);

Brazzale et al. (2007)):

q =

∣∣∣∣
(

ψ(θ̂; σ̂)−ψ(θ̃; σ̃) ψθ(θ̃; σ̃)red

)∣∣∣∣
|ψθ(θ̂; σ̂)|

√
|Î|
|Ĩred|

(32)

While this expression looks formidable, the quantities are readily calculated in most instances. Attention

to numerical linear algebra is required, and implementation schemes are discussed in Appendix II. Explicit

formulae for each of these terms for the case of IID Normal errors and multi-response situations where the

stochastic terms are not cross-correlated, are given in Appendix I. Expressions for non-normal error structures

and heteroscedastic error structures can be calculated from formulae provided in Fraser, Wong and Wu (1999)

and Brazzale et al. (2007). Rather than present the explicit formulaes in the main body, a brief discussion is

given:

1. ψ(θ̂; σ̂),ψ(θ̃; σ̃) are (p + 1)× 1 vectors, known as the canonical parameters, that are functions of model

residuals, and the Jacobian of the expectation function at θ̂ and θ̃

2. ψθ(θ̂; σ̂), ψθ(θ̃; σ̃) are (p+1)×(p+1) matrices that are functions of the model residuals, and the Jacobian

of the function at θ̂ and θ̃. ψθ(θ̃; σ̃)red is a (p + 1) × p matrix obtained by removing the column of

ψθ(θ̃; σ̃) corresponding to the appropriate co-ordinate parameter that is being investigated.
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3. Î, Ĩ are (p + 1) × (p + 1) matrices, known as observed Information matrices, that are functions of the

model residuals, the Jacobian of the expectation mapping at θ̂ and θ̃ respectively, and the Hessian of the

expectation mapping. Ĩred is a p×p matrix obtained by removing the column and row of Ĩ corresponding

to the appropriate co-ordinate parameter that is being investigated.

For the case of an IID normal stochastic element Fraser, Wong and Wu (1999); Brazzale et al. (2007):

Ĩ = σ̃2




F̃
T
F̃ −∑n

t=1 ẽt
∂2f(θ,xt)

∂θ∂θT 2F̃
T
ε̃

2ε̃T F̃ 4n


 (33)

The Hessian at each observation t, is evaluated at the constrained values of the parameters. Recall that

the variance-covariance matrix of θ̂ is the upper left p × p block of the inverse of Î. When calculating the

Information Matrix at the maximum likelihood estimates, the term involving the product of the residuals and

the Hessian is most often ignored. Furthermore, the term F̂
T
ε̃ = 0 since this defines the necessary conditions

for minimum of the sums of squares function. Neglecting the Hessian term leads to serious errors in calculation

of the constrained information matrix.

Skovgaard (1996) has developed a correction factor that is of order 1/n that is similar to Eq(32). Moment-

based approximations to the canonical parameters are used. It is still necessary to solve the constrained

optimization and to compute the observed Information matrix at the constrained solution.

4.3 General Expression for Differentiable Function of Model Parameters

In many scientific and engineering applications, the ability to determine confidence intervals for functions of

parameters is very important. Typical functions of interest might include a prediction of the independent

variable at a particular set of input settings, the ratio of this value to the standard error of prediction, critical

points, such as maximum, minimum and inflection points in growth models and compartment models. Fraser

and co-workers (Fraser, Reid and Wu (1999), Fraser, Wong and Wu (1999)), and Brazzale et al. (2007)

provide expressions for the calculation of q for an arbitrary differentiable function of the model parameters.

This function is not restricted to functions of θ, but may include components involving the variance-term as

well. The expressions are only slightly more involved that those in Eq(32). It has been our experience however

that the numerical properties of the method are inferior to those described in the previous section. The reason

for this is that the method requires evaluation of det Ĩ. This matrix can quickly become ill-conditioned at

moderate departures of θ̂ from θ̃, rendering the results suspect.

Instead, we have found that the results in the previous section can be used directly, if the function of

interest is imbedded as an extra parameter in the optimization. Bates and Watts (1988) suggested that the

13



profile-t approach could be used to determine likelihood intervals for a function of interest, if the model could

be re-parameterized such that expectation function was re-reexpressed in terms of the function. This approach

is quite limited in application, difficult to implement and restricted to functions of the model parameters. An

alternate approach is to embed the constraint as an extra function as follows:

1. Solve the unconstrained problem to obtain {θ̂, σ̂2}

2. Append the model to include a ’pseudo-observation’,a ’pseudo-prediction’, and an additional parameter

as follows:

yN+1 = 0

fN+1(x, [θ, θp+1]) = R(g(x, θ)− θp+1) (34)

In this formulation the extra parameter then corresponds to the constraint. For this method to be

successful, the scale parameter, R, must be chosen large enough to ensure that the optimizer forces the

right-hand size of Eq(34) to zero. The choice is not difficult. A sensible value is that R = 100Nσ̂2.

3. The results in the previous section can be used directly, treating the function of the parameters now

as a co-ordinate parameter. There are significant computational advantages to using this strategy, and

these are discussed in the next section. Note that the intiial value for the ’appended’ optimizer uses

the starting value θ̂p+1 = ĝ = g(θ̂, σ̂). Another advantage of this approach is that if the unconstrained

optimizer is started with these values, it will will usually converge within one or two iterations with the

same parameter values, returning the standard error of the function as a by-product. This is especially

convenient when the gradient of the function is evaluated numercially.

4. Bellio et al. (2000) describe the application of higher-order asymptotic corrections proposed by Barnorff-

Nielsen and Cox (1986) and Vidoni (1998). These corrections do not use a constrained approach to the

likelihood function, are more computationally awkward, and are not considered further in this paper.

5 Computation of the Constrained Optimum

Calculation of the profile-t, profile-r and profile-r*, requires repeated solution of a constrained optimization.

There are several ways this can be accomplished. Many nonlinear least squares solver do not have the capability

to minimize the objective function subject to an arbitrary constraint. Often however, they do enable one to

fix one or more of the parameters at prescribed values. One can exploit this feature to solve the constrained
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optimization problems for co-ordinate parameters. In section 4 it was shown how to embed an arbitrary

constraint as an extra parameter, thus enabling the use optimizers which allow parameters to be fixed.

Instead of solving the nonlinear optimization problem using a nonlinear optimizer, it is possible to solve

the constrained optimization by solving the Lagrange equation:

∂

∂(θ, λ)T
(S(θ) + λ(g(x, θ)− c)) = 0 (35)

In this equation, λ is the Lagrange multiplier and c is the constraint value that is to be satisfied. The solution of

constrained optimization problems by solving the associated set of nonlinear equations that are associated with

Eq(35) has been studied extensively (e.g., Bertsekas (1982)). Applications to profiling have been proposed in

Venzon and Moolgavkar (1988), Allgower and Georg (2003), and Chen and Jennrich (2002). The Lagrange

equations can be solved with a nonlinear equation solver, or they can be solved using a differential equation

solver for the following set of equations:




S̈(θc) + λcg̈(x, θc) g(θc)

gT (θc) 0







θ̇c

λ̇c


 =




0

1


 (36)

where S̈(θc) and g̈(x, θ) denote the second derivative of S(θ) and g(x,θ) respectively. These equations are

integrated from c = g(x, θ̂) to c. Initial conditions are given by (θ̂, 0).

Chen and Jennrich (2002) prove that the solution to the Lagrange equations is also obtained by solving

the following set of simultaneous differential equations:



−W (θc) g(θc)

g(θc) 0







θ̇c

µ̇c


 =



−γṠ(θc)

1




(37)

In this equation W (θ) is a positive-definite matrix, and γ is a ’large’ positive constant. There is considerable

choice in the selection of these two factors. Ideally, W (θ) is selected as the I(θc). Pseudo-code is provided

in Chen and Jennrich (2002). We have found that the selection W (θ) = F (θc)T F (θc) and γ = 0 is very

reliable. When combined with a fixed step size (i.e. an Euler integration method), this corresponds to solving

the nonlinear-constrained problems using a sequential-linearzed-constrained least squares problem. Pseudo-

code for a numerically sound implementation is given in Golub and van Loan (1996). Eq(37) can be interpreted

as an embedded-homotopy solution to the Lagrange equations Garcia and Gould (1980); Allgower and Georg

(2003). The inclusion of −γṠ(θc) provides a correction term, enabling larger integration time steps (Chen
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and Jennrich (2002); Richter and DeCarlo (1983)).

There are important advantages to solving the constrained optimization via the solution of the Lagrange

equations. As will be demonstrated in the subsequent section, this approach is extremely rapid. Second, and

perhaps more important, is that there are none of the convergence issues that are often associated with the

solution to the nonlinear least squares optimization algorithm. This is particularly true for problems where

convergence of the algorithm is very sensitive to initial conditions.

Calculation of the higher-order correction (and solution of the Lagrange equations) requires first and second

order derivative information. The wide-spread availability of computer-algebra packages provides a convenient

path for calculation of these quantities for relatively simple problems. For many problems, the use of these

packages is not possible, especially where quantities of interest must be calculated via numerical methods.

Numerical derivatives are required. Sophisticated packages are available, that enable sparse-matrix methods

to be used, automatic selection of step-size. Some of the most intriguing and accurate approaches use complex

arithmetic to compute the derivatives to obtain remarkably accurate numerical derivative (Shampine (2007)).

(All of this is transparent however to the user.)

6 Examples

In this section, a number of examples are studied that demonstrate the range of nonlinear behaviour that can be

encountered, and illustrate the use and improvement provided by higher-order asymptotic corrections, and to

provide a perspective on the numerical computations. All computations were performed in the MATLABTM

environment, using a nonlinear optimizer having a damped Newton strategy that accommodates equality

constraints (Nowak and Weimann (1990)). This algorithm is available without license for noncommerical

applications. Numerical derivatives were used in the optimizer for all examples, although the algorithm allows

the user to provide a function for analytic derivatives. This algorithm provides great flexbility, while having

tremendous ease of use. For the higher-order asymptotics, first- and second-order derivatives are required. The

first-order derivatives for these corrections were obtained analytically, while the second-order derivatives were

obtained numerically from the analytical first-order derivatives using the algorithms described and available

in Shampine (2007). In the examples that follow, n refers to the number of observations available, while p

refers to the number of parameters in the model.

6.1 Chlorine Degradation: n = 42, p = 2

In their text on applied regression analysis, Draper and Smith (1998) provide as an an example a dataset

describing the amount of chlorine available in a product used for washing clothes. The amount of chlorine in
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the product deteriorates over time. In the dataset, the response y is the residual chlorine available, expressed

as a fraction of the original chlorine, while the regressor t is the time in weeks that the product has been

stored. The following model is estimated from the data:

f(θ, t) = θ1 + (0.49− θ1)exp(−θ2(t− 8)) (38)

The data and predictions from the estimated model,f(θ̂, t), are plotted in Figure 1.
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Figure 1: Residual Chlorine and f(θ̂, t) (data from Draper and Smith Draper and Smith (1998))

This example was studied by Quinn et al. (1999), where it was shown using the profile-t function that

the parameters exhibit mild departures from linearity, and no serious errors are introduced by using the

linear-approximation-based asymptotic results. The profile-r and profile-r* plots for this example are shown

in Figure 2. (Recall that the profile-r* is the profile-r function with the higher-order correction defined in

Eq(22)). The reference line (based on linear approximation) is tangent to the profile-r curve at the maximum

likelihood estimate, as expected. The reference line will not necessarily be tangent to the profile-r* curve at

the maximum likelihood estimate because it is calculated from linearization of the profile-r function. In many

cases, discontinuities will be observed in the profile-r* at θ̂, arising from the correction factor q in the r∗

expression. In order to provide smooth profile-r* plots at the maximum likelihood parameter estimates, the

value of r∗ plotted on the graph was obtained by averaging values of r∗ at two points adjacent to θ̂. As well,

it is entirely possible for the profile-r* curve to be offset from the profile-r curve.

From Figure 2, we would conclude that departures from linearity are small. Both the profile-r and profile-r*

curves lie above the reference line, indicating that the sum of squares functions increases less rapidly than

would be expected had the model been linear in the parameters. The profile plots for θ2 (not shown) also

exhibit mild departures from linearity, but in this instance like below the reference line.
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Figure 2: Chlorine Example - Profile r- and Profile r*-plots for θ1

Likelihood and confidence intervals are summarized in Table 1. The confidence intervals were calculated

using as an estimate of the noise variance the MSE from the maximum likelihood estimation, and not the

maximum likelihood estimate of σ2
ε . The 95% linearized confidence interval for each parameter is tabulated,

and then the upper and lower segments of the likelihood intervals from the profile-r, profile-r*, and profile-t

functions are expressed as a percentage of the half-width of the linearized confidence interval. For example,

a value of 1.2 for the upper likelihood interval segment indicates that the distance between the upper α/2

likelihood segment and the maximum likelihood estimate is 20% larger than than the distance between the α/2

linearized confidence interval and the maximum likelihood estimate. A comparison of the likelihood intervals

indicates that intervals based on the profile-r, profile-r*, and profile-t functions are all comparable. There is

a slight asymmetry in the likelihood intervals for θ1, as indicated by the percentage differences in the range

of 15%− 18% for the lower segments, versus percentage differences of 8%− 11% for the upper segments. The

linearized confidence intervals are inherently symmetric. There is less asymmetry in the likelihood intervals

for θ2.

Models are often used to determine secondary, or follow-on, quantities of interest. For example, suppose

that the washing product is essentially ineffective once the fractional residual chlorine drops below 0.40. The

time ttc at which this threshold concentration is reached can be obtained from the model equation, Equation

(38):

ttc = g(θ) =
1
θ2

ln

(
.49− θ1

.40− θ1

)
+ 8 (39)

Such a quantity provides a guideline for storage of the product, and as part of the analysis developing storage

guidelines, one would want to develop inference intervals for the maximum storage time. This is a derived
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quantity of the model parameters, and represents an example of generalized profiling of a function g(·) of

the parameters. The likelihood intervals for g(θ) are very nonlinear as seen in the profile-r and profile-r*

plots shown in Figure 3, and in the intervals summarized in Table 1. In particular, regardless of whether the

likelihood intervals are based on the profile-t, profile-r and profile-r* functions, the lower and upper segments

are respectively in the range of 75% and 250% of the corresponding confidence interval segment. This suggests

a dramatic asymmetry in the likelihood intervals about the maximum likelihood parameter estimate. There is

a pronounced deviation from linearity visible in the profile plots in Figure 3 especially at the upper end, and

this is reflected in the asymmetry in the likelihood intervals relative to the approximate confidence interval.

The likelihood interval is defined by the intersection of the dashed lines at ±tν,0.025 with the linear reference

curve, and the r and r∗ plots. At the upper end of the interval, the pronounced bending in the curves means

that the point of intersection will be at much larger values of ttc, which is reflected in the fact that the upper

intervals are 250% of those of the linearized confidence interval.

In order to compute the profile-r* function, the correction factor q was calculated several ways: i) imbedding

ttc as a parameter of interest in the parameter estimation problem using the prediction parameter transforma-

tion approach of Bates and Watts (1988), ii) including ttc as an extra parameter as dissussed in Section ( ),

and iii) using the formula of Fraser, Reid and Wu (1999) directly. The profile-t, profile-r and profile r* (com-

puted using approaches (i) and (ii)) gave nearly identical results, both in terms of the likelihood intervals and

in the profile curves. Numerical difficulties were encountered in using approach (iii). The incorporation of the

constraint as an extra parameter in method (ii) does not require that the original model be reparameterized,

as in method (i), which can be a tremendous advantage in most situations.
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Figure 3: Profile r and r∗ plots and likelihood intervals for ttc

The importance of reparameteration to reduce nonlinear effects has been advocated in Ratkowsky (1983),
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Bates and Watts (1981), Watts (1994), Chen and Jennrich (1995), and Chen and Jennrich (2002). Problems

exhibiting high nonlinearity are also prone to basic estimation problems, including premature termination of

the numerical algorithm ). Chen and Jennrich (1995) advocate looking for a monotone-linearizing transfor-

mation. They provide constructive algorithms for determining such transformations. If such transformations

exist, more accurate confidence intervals (e.g., for the nonlinear function ttc in this example) can be readily

obtaining by inverting the transformation. While the form of the constraint function ttc = g(θ) in Eq(39) of

this example appears to be amenable to a log-type transformation, it is not.

Box (1971) proposed a measure relating expected bias in an estimate to nonlinearity. Box’s measure

of expected bias was extended to functions of parameters by Ratkowsky (1983). The expected bias in an

estimate of a function of the parameters is defined to be proportional to the trace of the Hessian of the

function with respect to the parameters, evaluated at the least squares or maximum likelihood estimates.

Chen and Jennrich (1995) defined a relative nonlinearity index γ that is the ratio of the second differential

of the function in the direction of the gradient to the norm of the first differential of the function, evaluated

at the maximum likelihood or least squares estimate, scaled by the noise standard deviation. Non-zero values

of the nonlinearity index γ indicate nonlinearity, while values close to zero indicate a linear problem. The

nonlinearity index for ttc is provided in Table 1 and has a value of −0.37, indicating some nonlinearity present.

6.2 Richards Example: n = 11, p = 4

The Richards function,Richards (1959), is often used in biological models to describe growth:

f(θ, t) = θ4 − θ3ln

(
1 + exp

(
−θ2

θ3
− θ1

θ3
t

))
(40)

The expectation function and observed values are plotted in Figure 4 using data from Nelder (1961). The

response is proportional to the growth rate of a vegetable product, and t refers to a scaled and translated time,

for which negative values are permissible. Units were not provided. Note also that the number of degrees of

freedom for this estimation problem is small, with 11 observations and 4 parameters being estimated. Figure

4 also shows the prediction performance of the model with maximum likelihood parameter estimates. From

the figure, the estimated model provides a very good prediction of the observed responses.

The impact of parameter nonlinearities in this model was studied in Clarke (1987) using the profile-

t approach. All of the likelihood regions show significant departures from their corresponding linearized

confidence regions. Focusing on θ2, Box’s percentage estimate of the bias due to curvature is −1.4%, a

value that exceeds the 1% magnitude threshold that Ratkowksy notes will usually signal problems in linear-

approximation-based inference. The Chen and Jennrich nonlinearity index γ = −0.3981 and is non-zero, again
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Figure 4: Estimated Richards function using data (shown) from Nelder Nelder (1961)

indicating that there is nonlinearity present in the relationship between θ2 and the response. Both the Box

bias measure and the nonlinearity index suggest that bias and asymmetry may be a problem in inference.

Nonlinearity index values are summarized for the remaining parameters in the model in Table 1, from which

it can be seen that the largest nonlinearity index is associated with θ2.

The profile-r and profile-r∗ plots are shown in Figure 5, together with the linearization reference line.

The r and r∗ curves exhibit curvature and deviation from the reference line, which is more pronounced

above the maximum likelihood parameter estimate for the r∗ curve, which has the higher-order correction.

However, below θ̂2 the r∗ curve closely matches the linearization curve, whereas the r curve shows deviations

from the linearization line both above and below θ̂2. There is considerable deviation between the r and r∗
curves, suggesting that the higher-order correction will be important. The linearization-based 95% confidence

intervals, along with the likelihood intervals from the profile-t,profile-r and profile-r∗ methods are shown in

Table 1.

In growth models, a common function of interest is the time tmax at which the growth rate reaches its

maximum value:

tmax =
−θ2 + log(θ3)θ3

θ1
(41)

Confidence and likelihood interval results for tmax are are summarized in Table 1, with likelihood interval

segments expressed as percentages of the corresponding confidence interval segments. Profile-r and r∗ profiles

are shown in Figure 6. While the results for r∗ in this figure may appear suspect, they are correct. The

correction factor is very influential, and can exhibit a discontinuity at the maximum likelihood estimate. This

is not surprising as there are only 7 degrees of freedom. Even if the model were linear, the correction factor
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Figure 5: Profile-r (red), profile-r∗ (blue) functions and likelihood intervals for θ2

would exhibit similar trends as the correction factor must accomodate the considerable differences between

an asymptotical Normal variable and a Student’s t distribution with 7 degrees of freedom. In estimating the

higher-order correction q that is used to determine the profile-r∗ plot for θ2, we have chosen to append an

additional parameter. For this example, it is straightforward to reparameterize the model in terms of tmax

by eliminating θ2. The likelihood intervals computed using r∗ closely match those obtained using the profile-t

method.
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Figure 6: Likelihood intervals for tmax
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6.3 Viscosity Example: n = 53, p = 9

Bates and Watts (1988) include in their text an example of a more complex parameter estimation problem

in which viscosity is predicted in terms of excess pressure and temperature. The model equation is:

f(θ, Pt, Tt) =
θ1

θ2 + Tt
+ θ3Pt + θ4P

2
t + θ5P

3
t + (θ6Pt + θ7P

3
t )exp(

−Tt

θ8 + θ9P 2
t

) (42)

in which f(θ, Pt, Tt) represents the logarithm of viscosity, Pt is the excess pressure (bar) and T is the temper-

ature in C. There were 53 observations. Temperature ranges from 0 to 100 C and the pressure ranges from

1 to 10,000 bar. Nonlinearity measures for this problem were discussed in Linssen (1975), and the data are

reported in Bates and Watts (1988). A model-building exercise was undertaken to determine the maximum

likelihood parameter estimates and to assess the adequacy of the model.

In examining the proposed model, an initial reaction is that the pressure should be logarithmically trans-

formed. This was not fruitful. All of the parameters except θ9 were assessed as statistically important. The

t-values for these parameters all exceeded 9. The residuals are noticeably deficient when any of the parameters,

except θ9 is excluded. The model shows mild indications of heteroscedasticity, but this was ignored in the

subsequent analysis. In fitting the model, the pressures and temperatures were scaled by dividing the original

values by 100. Convergence of the nonlinear-least squares algorithm was very sensitive to initial values for the

parameters.

Linssen (1975) investigated the nonlinearity measures of Beale (1960) for this example. He concluded

that the the linearization results might be suspect, and that the nonlinearity effects were strongly directionally

dependent. No remedies were proposed. Likelihood intervals for each of the parameters were constructed using

the methods described earlier. Figure(7) shows a typical result. One might anticipate that the profile-r and

profile-r* results would overlap, since N-p is large. This is not case. The results for the profile-r* are not

discernably different from those obtained using the profile-t approach. The chlorine-degradation example

illustrated that a model can be effectively linear in the parameters, yet functions can exhibit considerably

nonlinearity. First, all of the predictions were profiled using the method of an additional embedded parameter.

The predictions were all reasonably linear. Likelihood intervals from the profile-r* were ∼ 10% greater than

those obtained by neglecting the correction factor.

An important quantity of interest is the viscosity ratio defined as the relative change of viscosity with

respect to temperature. Noting that the output variable is given in ln(viscosity), this function is:
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Figure 7: Profile-r (red), profile-r∗ (blue) functions and likelihood intervals for θ6

g(θ, x) =
d

dT
f(θ, Pt, Tt)

= − θ1

(θ2 + Tt)2
− 1

θ8 + θ9P 2
t

(θ6Pt + θ7P
3
t )exp(

−Tt

θ8 + θ9P 2
t

) (43)

Another function of interest is the ratio of this quantity to the same function at a reference temperature and

pressure.

A sense of the computer time required to produce the profile curves is shown in Table(6.3). The reported

time (seconds) is the time to produce the profile curve ( 40 points) and plot the results for all 53 predictions. A

typical desk-top-computing platform was used. The time is reported for the profile-t using the nonlinear opti-

mizer and an Euler integration with Eq(37) and for the profile-r* using the nonlinear optimizer and integrating

the equations with the MATLABTM stiff-equation solver - ode23s. In both cases W (θ) = F (θc)T F (θc) and

γ = 0. Interchange of these algorithms did not materially affect the computation time. The nonlinear opti-

mizer used numerical derivatives. Analytic first-order derivatives were provided for the profile-r*. Second-order

derivatives were calculated numerically using the first-order derivatives. These results show that i) the use

of the homotopy algorithm is much faster than use of the nonlinear optimizer, and ii) that the inclusion of

the correction factor requires additional computing time. While the computation time differences may not be

important, we have found that the homotopy algorithm is robust and very reliable.
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Table 2: Computation Time for Example 3 - time in seconds
profile-t profile-r*

optimizer Eq(37) optimizer Eq(37)
model predictions 133 15 363 111

viscosity ratio 133 13 444 177

7 Discussion and Conclusions

The use of higher-order methods to adjust the nominal significance level in in likelihood-based inference

approaches has been investigated for the case of nonlinear regression models with homoscedastic error variance.

These techniques were discussed in the context of inference for scalar-valued functions of parameters, including

predictions. The computations can be organized in a straightforward and efficient and computationally stable

manner. A new approach for computing these corrections as constrained optimization problems was proposed,

building on the previous work of Fraser, Brazzale, and co-workers. Alternative expressions for the higher-order

asymptotic corrections were developed that provide a more transparent comparison between corrections for

coordinate parameters and those for scalar-valued functions of the coordinate parameters. A comprehensive

discussion of numerically efficient and stable computational approaches was provided. The use of homotopy

methods for solving the constrained optimization problem was seen to be very effective. The techniques were

demonstrated using a sequence of examples of increasing complexity that affords comparison of the efficacy

of the various approximate inference approaches. It was observed that the likelihood-intervals provided by

the higher-order methods closely matched those obtained using the profile-t approach of Bates and Watts. A

theoretical justification was provided for this in the case of a single parameter. The extension to a vector of

parameters is currently being investigated.

We also recognize that the higher order corrections developed apply to a much broader scope of problems

beyond those for which the profile-t is appropriate. We have not discussed handling of heteroscedastic errors

- which was done in Brazzale et al. (2007) et al. and Bellio et al. (2000). As noted by Bellio and Brazzale

(2003), the combination of computer algebra and organized modules (routines) will probably be required for

widespread adoption of these methods.

We have discussed in this paper the use of resampling techniques such as Monte-Carlo method. Are

Monte-Carlo methods more attractive? They are reasonably straightforward to apply for homoscedastic

errors, however they are more problematic for models with a heteroscedastic error structure. For smaller,

less complicated models, Monte-Carlo methods provide a more convenient approach in the homoscedastic

case, however as the models become more complex and where larger data sets are used, the computational

load increases. Moreover, when the models are nonlinear, the optimization may bog down in generating
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the estimates for each Monte-Carlo run, The comparative advantages of Monte-Carlo methods versus higher

order asymptotics for large-scale complex models is an unresolved issue. Bellio et al. (2000) comment that

on examples that they studied, the corrected intervals provided substantial improvement to those based on

the asymptotic normal results. They also noted that the r* (based on the Skovgaard approximation), was

conservative in that the coverage probabilities for quantities of interest were between 96 and 97% for a nominal

95% test level. We have performed extensive Monte-Carlo simulations and would reach conclusions that in all

cases, the coverage probabilities of the intervals computed using the corrected quantities were much closer to

the nominal probabilities than those obtained from linear approximations.

8 Appendix I: Higher Order Correction Factors

The class of models for which higher-order corrections is very large. In this Appendix, we will simplify the

expressions in Fraser, Wong and Wu (1999) and Brazzale et al. (2007) for the case of an additive model and

error structure of the form:

yt = f(xt, θ) + w(xt, θ,σ)et (t = 1, 2, ...n) (A1-1)

where the stochastic term is iid Normal. The vector of parameters, θ now includes additional terms used to

parameterize the dependence of the variance of the stochastic term on explanatory variables. The inclusion

of a multi-response data set with m dependent variables Yi,t, i = 1..m, t = 1..n whose stochastic elemenents

are contemporaneously independent is readily incorporated by ’stacking’ the observations and modelling the

variance of each group of responses as γ2
i σ2, i = 2, . . . , m. γi, i = 2, . . . , m are additional parameters to be

included in the vector of parameters to be estimated. For a model description of the form given by Eq. (A1-1),

the sums of squares function in Eq(4) maximization of the likelihood leads to minimization of the following

sums of squares function:

S(θ) =
n∑

t=1

(
yt − f(xt, θ)

wt

)2

(A1-2)

where wt = w(xt, θ,σ).

For the case of homoscedastic errors, the correction factors can be derived expressions given in Brazzale et

al. (2007) and Fraser, Wong and Wu (1999).

Define:

F̃ =
∂f(X, θ)

∂θT
|
θ=

˜θ
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and

ψ(θ̂; σ̂) = − 1
σ̂




0p

n


 (A1-3)

ψ(θ̃; σ̃) = − 1
σ̃




F̂
T

ε̂T


 ε̃ = − 1

σ̃




F̂
T
ε̃

ε̂T ε̃


 (A1-4)

ψθ(θ̂; σ̂) =
1
σ̂2




F̂
T

ε̂T




(
F̂ 2ε̂T

)
=

1
σ̂2




F̂
T
F̂ 0

0 2ε̂T
T
ε̂T


 (A1-5)

ψθ(θ̃; σ̃) =
1
σ̃2




F̂
T

ε̂T




(
F̃ 2ε̃T

)
=

1
σ̃2




F̂
T
F̃ 2F̂

T
ε̃

ε̂T
T
F̃ 2ε̂T

T
ε̃T


 (A1-6)

The terms with ’tilde’ are evaluated using the parameters at the constrained optima. ψ(θ̃; σ̃) and ψθ(θ̃; σ̃)

involve terms evaluated at both the unconstrained and constrained optima. In these expressions, ε̂, denotes

the standardized residual from the unconstrained optimization and ε̃T denotes the standardized residual using

the constrained parameter values. In these expressions, the residual variance is maximum likelihood estimate

and is obtained by dividing the residual sums of squares by n and not n− p.

Often in multiresponse estimation, the ’relative’ variances will be known, and the γi, i = 2, . . . , m are not

estimated. In this case the above formulae can be used directly by an appropriate pre-scaling of the observed

values and expectation function.

9 Appendix II: Numerical Linear Algebra for Higher Order Cor-

rection Factors

The general expression for the correction factor is given in Eq(32). This correction factor can be written as:

q = ±wi
|ψθ(θ̃; σ̃)|
|ψθ(θ̂; σ̂)|

√
|Î|
|Ĩred|

(A2-1)

where wi is the ith element of the vector w that is the solution to the following set of linear equations

ψθ(θ̃; σ̃)w = ψ(θ̂; σ̂)−ψ(θ̃; σ̃) (A2-2)

This is a new expression for the correction factor than previously published, and is obtained by recalling

Cramer’s rule for the solution of linear equations and recalling that the determinant of a matrix obtained by

28



interchanging any two columns is determined to a scaling factor of ±1. Consider the following linear equation,

where J is an p× (p + 1) matrix:

ψθ(θ̃; σ̃)J =
(

ψ(θ̂; σ̂)−ψ(θ̃; σ̃) ψθ(θ̂; σ̂)

)
(A2-3)

If J is partitioned into the p× 1 vector and a p× p matrix J = (JA|JB), then:

wi = (JA)i

|ψθ(θ̃; σ̃)|
|ψθ(θ̂; σ̂)| = |JB|

(A2-4)

q and r have the same sign (Brazzale et al. (2007), Fraser, Wong and Wu (1999)) and so the indeterminacy

with respect to sign is resolved by taking the absolute value of the quantity r
q . While one can effectively solve

the problem in this formulation, there are numerical advantages to exploiting the natural partitioned structure

of the Information matrices to obtain the determinants. The matrices ψ(θ̃; σ̃), ψθ(θ̂; σ̂), ψθ(θ̃; σ̃) are highly

structured. Computational efficiencies and numerical advantage are obtained by using qr decompositions on

the main block terms.

10 Appendix III: Limiting Distribution for Higher Order Correc-

tion Factor

To further explore the the correction factor for the case of a linear model with one parameter, define:

t20 = (θ̃ − θ̂)2
F̂

T
F̂

σ̂2
(A3-1)

Then straightforward to show that:

r2 = nlog(
σ̃2

σ̂2
) = nlog(1 +

t20
n

) (A3-2)

and
1
r2

log(
r2

q2
) =

1

nlog(1 + t20
n )

log[
(1 + t20

n )2

t20
n

log(1 +
t20
n

)] (A3-3)
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Expanding the right hand side series in powers of n one obtains:

1
r2

log(
r2

q2
) =

1
n

(
3
2
− 1

24

(
t20
n

)
+

1
48

(
t20
n

)2

− 13
960

(
t20
n

)3

+ O

(
t20
n

)4

) (A3-4)

Retaining only the term involving n−1:

1
r
log(

r

q
) ' r

3
4n

(A3-5)

Therefore:

Prob{r(1− 3
4n

) ≤ zα/2} ' 1− α/2 (A3-6)

or

Prob{r ≤ zα/2

(1− 3
4n )

} ' 1− α/2 (A3-7)

The effect of the correction factor is to inflate the confidence interval, a result that was expected. We

know the true distribution of t′ =
√

n−1
n t0 is Student-t with (n-1) degrees of freedom. Since the logarithm is

a monotonic function, it follows that:

Prob{r2 ≤ [
zα/2

(1− 3
4n )

]2} ' 1− α

Prob{|t′| ≤
√

(n− 1)(−1 + exp([
zα/2

√
n(1− 3

4n )
]2)} ' 1− α

(A3-8)

Expanding the term in brackets, one obtains:

√
(n− 1)(−1 + exp([

zα/2

√
n(1− 3

4n )
]2)} = zα/2[1 +

1 + [zα/2]2

4n
+

4 + 28[zα/2]2 + 5[zα/2]4

96n2
...]

= ' zα/2[1 +
1 + [zα/2]2

4n
] (A3-9)

A series similar that on on the right-hand side was studied by Fisher (1926):

tα/2
n = zα/2[1 +

1 + [zα/2]2

4n
+

3 + 16[zα/2]2 + 5[zα/2]4

96n2
...] (A3-10)

The quality of the first order correction of Fisher (1926), that is, retaining only terms to order 1/n
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has been studied by Scott and Smith (1970). They demonstrate that critical values, t
α/2
n , obtained with this

approximation are very close to the exact values for commonly encountered significance values. The correction

factor induced by higher-order method produces an first order confidence interval for a t-variate with n degrees

of freedom, instead of n− 1 degrees of freedom.
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